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Abstract -- A method for calculating eddy-current (proximity-effect) losses in transformer and inductor windings is introduced. The new method is capable of analyzing losses due to two- and three-dimensional field effects in multiple windings with arbitrary waveforms in each winding. It uses a simple set of numerical magnetostatic field calculations to derive a matrix describing the transformer or inductor. This is combined with a second matrix calculated from derivatives of winding currents to compute total ac loss. Experiments show the method is accurate for coils that are not in or close to self-resonance.

I. INTRODUCTION

Magnetic component performance is essential for high-frequency power conversion; often the magnetic components are the most expensive and largest parts of a system, and can pose some of the most severe loss and thermal problems. Circuit designs are often predicated on minimizing requirements for magnetic components. Despite the importance of magnetic components, the state of the art in magnetic component design leaves much to be desired. In particular, standard methods of analyzing winding loss [1-18] ([16] gives a useful review) assume a one-dimensional field for analyzing eddy-current effects in windings. But two-dimensional effects are important in any magnetic component that includes a discrete air gap. In this paper, we introduce a new method that includes the effects of two- or three-dimensional fields, while taking into account multiple windings and non-sinusoidal waveforms that may be different in each winding. The method applies to round-wire windings, including litz-wire windings.

A. Review of Previous Analytical Approaches

Although different descriptions can be used, most existing analytical calculations of high-frequency winding loss are fundamentally equivalent to one of three analyses. The most rigorous approach uses an exact calculation of losses in a cylindrical conductor with a known current, subjected to a uniform external field, combined with an expression for the field as a function of one-dimensional position in the winding area [6, 18]. Perhaps the most commonly cited analysis [7] uses “equivalent” rectangular conductors to approximate round wires, and then proceeds with an exact one-dimensional solution. Finally, one may use only the first terms of a series expansion of these solutions, e.g. [15, 19, 20].

For designs in which one-dimensional field analysis is accurate, and where wire strands are small compared to a skin-depth, these various methods are approximately equivalent [6], despite one small discrepancy explained in [21]. Although the basic analysis is usually based on sinusoidal waveforms, a number of authors have developed methods of extending this analysis to non-sinusoidal waveforms through Fourier analysis or other methods [11, 13, 19, 20, 21, 22, 23].

A major limitation of all of this work is that it does not apply to components in which the field geometry is not one-dimensional. This includes nearly all inductors and gapped transformers, in which the two-dimensional field geometry due to the gap significantly affects losses [24]. Standard one-dimensional analysis is also unable to analyze transformers with two-dimensional winding layout, such as the one shown in Fig. 1. In [25] an analytical approach is developed for two-dimensional fields in gapped single-winding inductors. Although this is an important accomplishment, the results are too complex for routine design work, they are specific to one geometry, and they do not account for multiple windings or arbitrary waveforms.
B. Limitations of General Purpose Electromagnetic Analysis

Work in computational electromagnetics has produced general-purpose field analysis methods, and commercial software is available for two and three-dimensional solutions of arbitrary problems, including analysis of eddy currents. However, there are two major limitations of this approach for high-frequency magnetics in power electronics applications.

- **Scale Problems**
  The first limitation is a scale problem. Transformers and inductors often require many turns of fine wire, or may use stranded wire such as litz wire to reduce eddy current losses. The wire stands may be as small as 30-50 μm in diameter (44-48 AWG), while the overall dimensions may be tens of centimeters. Thus, the length scales involved can vary over two to four orders of magnitude, and there may be as many as 10,000 or more strands of wire. Even when larger wire is used, the skin depth in the wire can be small, for example 100 μm at 400 kHz, which creates the same problem. This leads to a need for a large number of elements in finite element analysis, and thus slow simulations and large memory requirements. To circumvent this problem, software vendors recommend modeling a stranded winding as a region of uniform current density. While this is helpful for analyzing field distributions, it provides no information on losses in the stranded winding.

- **Optimization**
  With existing field analysis, optimization must be done by trial and error. Particularly when each iteration takes hours to analyze via finite element analysis, true optimization is not practical, except in a few academic experiments, which then provide information about only one particular design.

II. New Analysis Method

In order to circumvent both the limitations of one-dimensional analytical methods, and the limitations of existing numerical methods, we use a combination of numerical calculation of the overall field geometry, with analytical calculation of its interaction with the winding strands. This avoids the scale problem, but allows applying the power of modern computers to quickly obtain a much more accurate solution than would be available through one-dimensional analysis. A similar approach was reported in [26] for gapped single-winding inductors with sinusoidal waveforms. The method we report here is more powerful, in that it is capable of analyzing multi-winding transformers with different non-sinusoidal waveforms in each winding.

We start with the calculation of loss in a conducting cylinder in a uniform field, perpendicular to the axis of the cylinder, with the assumption that the field remains constant inside the conductor, equivalent to the assumption that the diameter is small compared to a skin depth. This results in instantaneous power dissipation $P(t)$ in a wire of length $l$ [19]

$$P(t) = \frac{\pi l}{64 \rho_e} \left( \frac{dB}{dt} \right)^2,$$

where $B$ is the flux density, $\rho_e$ is the resistivity of the wire, and $d_e$ is its diameter. The average loss depends on the time average of the squared derivative of the field, $(\frac{dB}{dt})^2$. We can also use the spatial average of this quantity to calculate the time average of total ac loss in a winding

$$P_{\text{winding}} = \frac{\pi \ell_{j} N_j d_{e,j}^2}{64 \rho_e} \left< \left( \frac{dB}{dt} \right)^2 \right>_j$$

where $N_j$ is the number of turns in winding $j$, $\ell_{j} N_j$ is the average length of a turn, $< \cdot >_j$ indicates a spatial average over the region of winding $j$, and $\tau$ indicates a time average. For a litz-wire winding, the same expression may be used to calculate strand-level proximity-effect loss. In this case, $N_j$ must represent the product of the number of turns and the number of strands in each turn (i.e., $N_j$ is the total number of strands in the winding), and $d_e$ is the diameter of the individual strands. The length of a turn may also need to be adjusted to account for the increased distance that a strand travels on account of twisting. This calculation neglects bundle-level effects, but this is usually valid because with proper bundle construction, they can be made negligible [21].

In a given winding, the field $B$ may be expressed as the superposition of fields due to currents in each winding. We can then express the loss in winding $j$ of a two-winding transformer as

$$P_{\text{loss},j} = \gamma_j \left< \left( \frac{dI_j}{dx} \right)^2 \right>_j$$

where $\gamma_j = \frac{\pi N_j \ell_{j} d_{e,j}^4}{64 \rho_e}$ and $B_k$ is the field due to current in winding $k$. We can express this in terms of the currents as

$$P_{\text{loss},j} = a_{j,11} \left( \left( \frac{dx}{dx} \right)^2 \right) + a_{j,12} \left( \frac{dx}{dx} \frac{dx}{dx} \right) + a_{j,21} \left( \frac{dx}{dx} \frac{dx}{dx} \right) + a_{j,22} \left( \left( \frac{dx}{dx} \right)^2 \right)$$

where $a_{j,mn}$ is a constant relating current and loss, to be calculated in the next section. The total ac loss in all
windings is the sum of such terms for each winding, and can be expressed as
\[ P_{\text{loss, total}} = \left[ \frac{d i_1}{d t} \frac{d i_2}{d t} \right] D \left[ \frac{d x_1}{d t} \frac{d x_2}{d t} \right] \]
(5)
where \( D \) is the sum of the matrices \( a_{m,n} \) for each winding,
\[ D = \sum_j a_{j,m,n} \cdot \]  
(6)
\( D \) can be termed a dynamic resistance matrix, comprising self-resistance and mutual resistance terms. It has units of \( \Omega \cdot s^2 \).

An advantage of this formulation is that the matrix \( D \) may be easily calculated from a set of magnetostatic field calculations for the transformer geometry (see the following section), and the matrix
\[ \left[ \begin{array}{cc} \frac{d i_1}{dt} & \frac{d x_1}{dt} \\ \frac{d x_1}{dt} & \frac{d x_2}{dt} \end{array} \right] \left[ \begin{array}{cc} a_{1,1} & a_{1,2} \\ a_{2,1} & a_{2,2} \end{array} \right] \]
may be easily calculated for the particular set of waveforms of interest. Then the inner product of these two matrices yields the total ac loss. To calculate total transformer loss, one must combine this figure with core loss and winding loss due to dc winding resistance \( R_{k} I^2 \).

This analysis may be extended in the obvious way to an arbitrary number of windings, and is shown above for two windings only to simplify the presentation.

### III. FIELD CALCULATIONS

The matrix \( D \) needed for the above loss calculation can be shown to be
\[ D = \gamma_1 \left[ \begin{array}{cc} \bar{B}_1^2 & \bar{B}_1 \bar{B}_2 \\ \bar{B}_2 \bar{B}_1 & \bar{B}_1^2 \end{array} \right] >1 + \gamma_2 \left[ \begin{array}{cc} \bar{B}_1^2 & \bar{B}_1 \bar{B}_2 \\ \bar{B}_2 \bar{B}_1 & \bar{B}_1^2 \end{array} \right] >2 \]
(8)
where \( \bar{B}_j \) is the field everywhere due to a unit current in winding \( j \), and \( < \cdot >_j \) is the spatial average over the region of winding \( j \). In order to find this we may calculate the fields due to current in each winding in turn. Then the quantities \( < \bar{B}_j^2 >_k \) and \( < \bar{B}_j \bar{B}_k >_m \) may be calculated from these fields.

The field calculations may be done using any magnetostatic finite element analysis program, or by specialized methods that are more efficient for a particular problem, such as those discussed in [26]. Depending on the geometry involved and the accuracy required, the calculation may be two-dimensional (in Cartesian or cylindrical coordinates) or three-dimensional. In the three-dimensional case, the field may not always be perpendicular to the axis of the wire, resulting in slightly lower loss in practice than the calculations presented here would predict. Although a correction for this could be made, in most cases this effect is not expected to be significant.

Irrespective of the field calculation method, the approach we have described for finding the value of \( D \) entails calculating and storing the complete field information \( \bar{B}_1(\vec{x}) \) and \( \bar{B}_2(\vec{x}) \), and then finding the spatial averages of the square terms and of the cross products. An alternative that requires less data storage and may be more convenient with the user interfaces of some commercial finite element packages is to calculate the field with current in each winding individually, perform the necessary averages, and then calculate the field with current in both windings, repeat the averaging, and subtract to find the cross terms.

### IV. VERIFICATION

The method has been tested with the transformer design shown in Table I. The design was chosen because of the significant two-dimensional effects produced by the gap and the winding design shown in Fig. 2, and because of the large number of strands (over 2500 total) in the winding window, which makes direct simulation prohibitive. The transformer was tested and analyzed with a gapped ferrite core and without a core. In the gapped core, large gaps (1 mm gaps in the centerpost and outer core legs) were used to minimize core loss effects. Although long gaps might intuitively seem to magnify the effect of gap fringing fields on ac resistance, longer gaps actually slightly decrease the effect [26, 27]. Thus, in the configuration we measured, the effect of gap fringing field loss is slightly milder than in a typical practical design, but is still quite significant, as shown below.

#### TABLE I

**Transformer Used for Verification**

<table>
<thead>
<tr>
<th>Windings</th>
<th>Number of turns</th>
<th>162:162</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p )</td>
<td>Number of layers in each winding</td>
<td>2.5</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Wire type</td>
<td>8/36 litz</td>
</tr>
<tr>
<td>( n )</td>
<td>Number of strands in each turn</td>
<td>8</td>
</tr>
<tr>
<td>( \tau )</td>
<td>Strand gauge</td>
<td>36 AWG</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Core</th>
<th>(used in some tests)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry</td>
<td>Round-center-post EE</td>
</tr>
<tr>
<td>Material</td>
<td>MnZn Ferrite</td>
</tr>
<tr>
<td>Gap</td>
<td>Centerpost and outer legs</td>
</tr>
<tr>
<td></td>
<td>(2 mm total)</td>
</tr>
</tbody>
</table>
A. Field Calculations

Three magnetostatic simulations with a commercial finite element package [28] were used to find the field values with current in each winding individually, and with current in both simultaneously. The windings have cylindrical symmetry, and so for the air-core case an axisymmetric finite element simulation could be used to find the matrix D. For the gapped ferrite core, three-dimensional magnetostatic simulations were used to account for the full three-dimensional geometry. The software’s postprocessor was used to find the average values of $B^2$ in each winding region, so that D could be calculated as described in Section III.

B. Measurements

With the matrix D, the loss could be predicted for any waveforms. However, accurate measurements could be most easily obtained for sinusoidal waveforms, using an HP 4284A impedance analyzer. Verifying the effect of each term in the matrix D was possible by using different combinations of current in different windings: each driven individually, and both driven in series with the same or opposite polarities (exciting the magnetizing or leakage inductance, respectively).

Measurements of the real part of the impedance for each of these four configurations for the air-core transformer are shown in Fig. 3, along with predicted ac resistance from (5). Fig. 4 shows the corresponding data for the gapped core. Although the trends are correctly predicted in both cases, the results show substantial deviations at high frequencies, especially for the ferrite core. Other effects on the impedance were studied to determine the sources of these discrepancies.

C. Other Effects on Impedance

Core loss is one possible source of error for the measurement with a core. Core loss was measured with the two-winding technique on an ungapped core, at the same flux level used in the winding measurements. This correction had a minor effect improving the results, which is not a surprising result given the large gap length.

A more significant source of discrepancies is capacitive effects. This is to be expected based on the low self-resonant frequencies we measure (see Table II), which correspond to self capacitance of around 200 pF. In all cases, the discrepancies only become significant as the self-resonant frequency is approached. (For example, with the “leakage inductance” connection, the self-

<table>
<thead>
<tr>
<th>Winding</th>
<th>$f_r$, air core</th>
<th>$f_r$, gapped ferrite core</th>
</tr>
</thead>
<tbody>
<tr>
<td>inner</td>
<td>762 kHz</td>
<td>196 kHz</td>
</tr>
<tr>
<td>outer</td>
<td>752 kHz</td>
<td>193 kHz</td>
</tr>
<tr>
<td>both—magnetizing</td>
<td>392 kHz</td>
<td>100 kHz</td>
</tr>
<tr>
<td>both—leakage</td>
<td>1552 kHz</td>
<td>841 kHz</td>
</tr>
</tbody>
</table>
Fig. 5. Circuit representing winding impedance.

resonant frequencies are very high, and the results match well with no correction.) To account for those effects, the model shown in Fig. 5 was used. Here, $C_p$ represents winding capacitance and $R_p$ represents dielectric loss in this capacitance. The real part of the impedance of this network, $R_{en}$, is what is measured. However, $R_w$ is what is predicted by the analysis. To resolve this, we found values for $C_p$ and $R_p$ and then corrected the measurements to obtain experimental values for $R_w$ that could be compared to our predictions, using the relationship

$$R_{en} = \text{Re} \left\{ (R_w + j\omega L) \left| (R_p) \frac{1}{j\omega C_p} \right| \right\}, \quad (9)$$

where $\text{Re}\{\cdot\}$ indicates the real part. This expression was solved for $R_w$. Values for $C_p$ were calculated from the self-resonant frequency of each winding or winding combination. Values for $R_p$ were obtained by measuring loss with a closed core and the actual winding driven with the same voltage as in the winding resistance test. These measurements included both winding capacitive loss and core loss, and so could be used for the gapped-core test directly, without additional compensation for the core loss. However, for the air-core case, the core loss had to be subtracted from the new measurement to obtain a measurement that represented just dielectric loss.

The capacitance corrections were much more significant than the core-loss corrections. The corrected data is shown in Figs. 6 and 7. In these plots the predictions match very closely, given the multiple opportunities for error introduced by the multiple steps in correction process.

D. Discussion

To the best of our ability to isolate ac winding loss from other effects, our predictions match the experimental results. However, measurements on additional transformers with lower self-capacitance, such that that corrections for capacitive effects are not required, are planned. This will allow greater confidence in the measurements, and allow more precise comparisons between calculation and measurement.

The comparison with predictions from one-dimensional analysis in Fig. 7 shows dramatically the improvement in accuracy afforded by the new method.

Addressing accurate prediction of loss in windings that are operating in or near self resonance could also be of interest. In self resonance, the current is different in each turn in the winding, and so the field geometry and proximity effect losses can change significantly. Our model (Fig. 5) does not attempt to include these effects. However, this is of less practical value, since a large self capacitance will, in most applications, lead to high circuit losses and EMI and so should be avoided in the design anyway.
E. Computational Costs

The predictions were obtained with quite modest computational costs. A comparison with a direct simulation was not possible, as the computational cost would have been prohibitive. However, we performed such a comparison with a simpler design. We compared the two-dimensional magnetostatic simulation required for our method to a full two-dimensional simulation of strand eddy currents in a 250 kHz inductor with 110 turns of 0.4 mm diameter wire. The magnetostatic analysis required for our method took six seconds, whereas the full eddy-current analysis took over 18 minutes. Using a device with only 110 strands, as opposed to the 2500 strands in our experimental device made this experiment possible, but also minimized the difference in simulation time. The difference would be even more dramatic for more complex structures, for more strands, or for three-dimensional simulations. The test was based on the assumption of a sinusoidal current waveform. Non-sinusoidal waveforms would require no additional magnetostatic simulation time for our method, but, for the full finite-element analysis of eddy currents, would require an additional, similar simulation for each harmonic.

V. Assumptions and Scope of Application

The method presented here allows analysis of a wider range of winding types than do previous methods; it allows both arbitrary waveforms and two- or three-dimensional field geometries. However, there are a number of assumptions that have been made in the analysis. Most of these were noted in the derivation; we repeat them here for clarification of how they limit the scope of the method.

The analysis is based on round wires. Other shapes could be analyzed by similar methods, as long as all the dimensions were small compared to the winding window. However, the loss will then depend on the orientation of the field, somewhat complicating calculations. In the case of litz wire, we have assumed that bundle-level effects are negligible, a valid assumption for well-designed litz constructions [21]. We have also assumed that the wire (or strand, in the case of litz wire) is small compared to a skin depth. If it is not, a similar approach could be used, combining magnetostatic field calculations with slightly more complicated analysis of the loss in the winding, such as that in [6, 18]. For such situations, it may also be necessary to modify the magnetostatic analysis to account for the effect the winding has on the field distribution.

If two-dimensional field calculations are used, this entails a degree of approximation that depends on the importance of three-dimensional effects in the particular geometry under study. However, three-dimensional calculations may also be used. This still entails a minor approximation: The loss induced by a field parallel to the axis of the wire is less than the loss we calculate assuming a perpendicular field. In most geometries of interest, the parallel component of the field is small. If it were significant, this would lead to a slightly conservative prediction of loss.

As discussed above in Section IV, capacitive effects can change the current distribution in the winding, making the field calculation invalid. Thus, the method is not directly applicable for windings in or near self-resonance.

Finally, we also note that the use of a magnetostatic field calculation is implicitly based on the assumption that hysteresis in the core does not significantly affect the field in the window area. Such an effect would only happen with extremely high hysteresis loss, and so is not likely to be a problem in any power applications. (The hysteresis loss would need to be high compared to the VA handled by the inductor or transformer, not just compared to other losses.)

In summary, most of the assumptions discussed above are nearly always valid, except for one: that the winding is constructed with round wire that is small compared to a skin depth.

VI. Conclusion

The method described above allows calculating losses in multi-winding transformers with two- and three-dimensional field effects and arbitrary waveforms in each winding. It uses a simple set of magnetostatic field calculations to derive a matrix describing the transformer. This is combined with a second matrix calculated from derivatives of winding currents to calculate total ac loss. Experiments show the method is accurate for coils that are not in or close to self-resonance.

The method makes it possible to calculate loss using only computationally inexpensive magnetostatic field calculations for situations that previously would have required numerical eddy-current simulations that are computationally prohibitive. The increase in speed not only makes it easier to predict loss for a given design, but also can make numerical optimization practical. In addition, the way many parameters affect loss is made explicit. These explicit relationships are expected to be useful in analytical optimizations of some aspects of the winding and component design.
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